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Frequently Asked Questions

Frequently (and not so frequently) Asked Questions

1. FAQ : Setting up and performing a simulation

1.1. How do | overwrite an existing simulation?

If you want to relaunch a simulation from the beginning you need to delete everything created previously. All the output files must be deleted because
they cannot be overwritten. They are 2 ways to do it, one using the pur ge tool from liblGCM otherwise to delete everything manually.

1. Use libIGCM purge

To purge your simulation (ie delete all outputs) just run:

path/to/libl GCM purge_si mul ati on. j ob

2. Manual purge
Do remove all outputs created by simulation, do the following:

1. Delete the r un. car d file in your experiment directory.
2. Delete all output directories:

e STORE/ | GCM _QUT/ TagNane/ (. ..)/ JobName

* WORK/ | GCM_QUT/ TagNarne/ (... )/ JobName

e SCRATCH | GCM_QUT/ TagNane/ (... )/ JobNane

Space TGCC IDRIS
WORK $CCCWORKDIR $WORK
SCRATCH $CCCSCRATCHDIR $SCRATCH
STORE $CCCSTOREDIR $STORE

1. Launch the job.

TIP: If you have already done a simulation before you could find all output paths in the Script_output* file. Delete it before starting a new simulation.
1.2. How do | continue or restart a simulation?

See here.

1.3. How do | setup a new experiment?

See here.

1.4. How can | start from another simulation?

See here.
2. FAQ : Running the model

2.1. How do I read the Script_Output file?

During each job execution, a corresponding Scri pt _Qut put file is created.
Important : If your simulation stops you can look for the keyword "IGCM_debug_CallStack" in this file. This word will be preceded by a line giving more
details on the problem that occurred.

Click here for more details.


https://forge.ipsl.fr/igcmg_doc/wiki/Doc/Running#Howtocontinueorrestartasimulation
https://forge.ipsl.fr/igcmg_doc/wiki/Doc/Setup#Prepareanewexperiment
https://forge.ipsl.fr/igcmg_doc/wiki/Doc/Setup#Examplefordifferentrestart
https://forge.ipsl.fr/igcmg_doc/wiki/Doc/CheckDebug#AnalyzingtheJoboutput:Script_Output
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2.2. The LMDZ parallelism and the Bands files
See here.
2.3. How do | define the number of MPI jobs and the number of OpenMP threads?

If you run your model in MPI mode only (without OpenMP) the number of MPI processes is defined in config.card by the JobNumProcTot parameter:

#-- Total Nunber of Processors
JobNunPr ocTot =32

If you run your model in hybrid mode (MPI-OpenMP), the number of MPI processes and the number of OpenMP threads are set in config.card in the
section "Executable”. You still need to precise the CPU total number in JobNunPr ocTot parameter by summing all components processes.

For instance, for LMDZ : 16 MPI processes and 2 OpenMP threads (ATM compenent needs 20WP x 16MPI = 32CPU).

ATME (gcme, |ndz.x, 16MPI, 20W)

Notice that the job header differs from the one for openMP because you fill the total of core to use.
2.4. Why does the run. car d file contain the keyword Fat al ?

The keyword Fat al indicates that something went wrong in your simulation. Below is a list of the most common reasons:

» aproblem was encountered while copying the input files

« the frequency settings in config.card are erroneous

* run.card has not been deleted before resubmitting a simulation, or "OnQueue" has not been specified in run.card when continuing a simulation
» aproblem was encountered during the run

» the disk quotas have been reached

* aproblem was encountered while copying the output files

* apost processing job encountered a problem

pack_xxx has failed and caused the simulation to abort. In this case, you must find STOP HERE | NCLUDI NG THE COVPUTI NG JOB located in
the appropriate output pack file.

« rebui | d was not completed successfully (for ORCHIDEE_OL)

See the corresponding chapter about monitoring and debug for further information.

2.5. How do | use a different version of libIGCM?

liblIGCM is constantly being updated. We recommend to choose the latest tag of liblGCM. Here is what to do:

» save the old libIGCM version (just in case)
¢ getnew libIGCM
» reinstall the post processing jobs

* make sure that there has been no major change in AA_job, otherwise reinstall the main job

nodi psl
mv |iblGCM |ibl GCM ol d
svn checkout http://forge.ipsl.jussieu.fr/libigcm svn/tags/liblGCMv2.8.4 |iblGM
libl GCM i ns_j ob

In case you need version XXX of the trunk of liblGCM, change the "svn checkout" line into:

svn checkout -r XXX http://forge.ipsl.jussieu.fr/libigcm svn/trunk/IliblGCMIibl GCM

If AA_job has been modified, you must :



https://forge.ipsl.fr/igcmg_doc/wiki/Doc/Models/LMDZ#ParallelismandtheBandsfile
https://forge.ipsl.fr/igcmg_doc/wiki/Doc/CheckDebug
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move to the experiment directory,
delete or move old jobs
rerun the new jobs using i ns_j ob. MYCONFIG could be IPSLCM6 or ORCHIDEE_OL, for example:

cd ..... / confi g/ MYCONFI G MYEXP

mv Job_MYEXP OLDJCB # save the old job
... /1iblGMins_job

# nodifier Job_MYEXP : NbPeriod, nenory,... as it was done in OLDJOB

2.6. How do | restart a simulation to recover missing output files?

TO BE DONE ON JEANZAY (idea : change $STOREDIR by jeanzay workdir)

This method shows how to rerun a complete simulation period in a different directory (REDO instead of DEVT/PROD).

Example : To rerun v3.historicalAntl to recompute a whole year (e.g. 1964) you must :

On the file server (CCCSTOREDIR), create the necessary RESTART file.

## Directory

nmkdi r $CCCSTOREDI R/ . ... | GCM QUT/ | PSLCVBA/ REDQ hi st ori cal Ant/v3. historical Antl
cd $CCCSTOREDI R/ ... .| GCM_QUT/ | PSLCVBA/ REDQ hi st ori cal Ant/v3. hi storical Ant1l
# RESTART

nkdir -p RESTART ; cd RESTART
In-s ../../../../PROD historical Ant/v3. hi storical Ant 1/ RESTART/ v3. hi storical Ant1_19640831_restart.nc v3. historical Ant 1Rl

There is nothing to do for the Bands file, it's save at previous period in PARAM directory, and the simulation know where to find it.
If you are running a coupled model : On the scratch disk ($SCCCSCRATCHDIR/IGCM_OUT), create the mesh_mask file

nkdi r $CCCSCRATCHDI R/ . ... |1 GCM_QUT/ | PSLCMbA/ REDQ hi st ori cal Ant/v3. hi st ori cal Ant 1REDO

cd $CCCSCRATCHDI R/ . ... | GCM QUT/ | PSLCVBA/ REDQ hi st ori cal Ant/v3. hi stori cal Ant 1REDO

# mesh_mask

nkdir -p OCE/ Qut put

cd OCE/ Qut put

In-s ../../1../1../../PROD historical Ant/v3. historical Ant 1/ OCE/ Qut put/v3. hi storical Ant1_nesh_mask. nc v3. hi stori cal Ant 1REl
cd ../..

On the computing machine:

« create a new directory

cp -pr v3.historical Ant1l v3. historical Ant 1IREDO

« in this new directory, change the run.card file and set the following parameters to:

A dPrefix= v3.historical Ant1_19631231

Peri odDat eBegi n= 1964-01-01

Peri odDat eEnd= 1964- 01- 31

Cunul Period= xxx # Specify the proper "cad" value, i.e. the same nonth in the run.card cooki e (ARGENT)
Peri odSt at e= OnQueue

« change the config.card file to one pack period (1 year), do not do any post processing, start rebuild month by month (only for ORCHIDEE_OL) and
specify PackFrequency.

JobNanme=v3. hi storical Antl
SpaceNane=REDO

Dat eEnd= 1964-12- 31
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Rebui | dFrequency=1M # only for ORCH DEE_OL
PackFrequency=1Y

Ti meSer i esFrequency=NONE

Seasonal Fr equency=NONE

« you don't need to change the name of the simulation

« restart the simulation :

vi run.card # check one nore tine
vi Job_v3.historical Antl # check the time paraneters and nanes of the output scripts
ccc_nmsub Job_v3.historical Antl

« once the job is finished, if you are running a coupled mode : check that the solver.stat files are identical. The solver.stat files are stored in DEBUG :

sdi ff OCE/ Debug/ v3. hi stori cal Ant 1IREDO _19640901_19640930_sol ver. stat /dmfs11/cont 003/ p86maf /| GCM OUT/ | PSLCVMBA/ PRODY hi st «

2.7. How can | change the atmosphere horizontal resolutions using the same LMDZOR libIGCM configuration ?

To do this you have to make some changes in your files.

* in the modipsl/config/LMDZOR directory, modify your Makefile to add the resolutions you need. Here is an example for 48x48x79 resolution:

LMD4848-L79 : |ibioipsl Iiborchidee | mdz48x48x79 verif
echo "noORCAXLMD4848" >.resol _48x48x79
echo "RESOL_ATM 3D=48x48x79" >>.resol _48x48x79

| miz48x48x79:
$(MK) | mdz RESOL_LMDZ=48x48x79

* Also add the resolution "$(RESOL_LMDZ)" in the name of executables :

(cd ../../nodel es/LMDZ; ./mekel ndz_fcm -cpp ORCH DEE_NOOPENWP -d $(RESCL_LMDZ) -cosp true -v true -parallel npi -arch $(FC
(cd ../../odel es/LMDZ; ./makel ndz_fcm -cpp ORCH DEE_NOOPENWP -d $(RESOL_LMDZ) -cosp true -v true -nmem-parallel npi -arch

* in modipsl/libIGCM/AA_job replace .resol by .resol_myresolution like this :

[ -f ${SUBMT_DIR}/../.resol ] &% RESOL=$(head -1 ${SUBMT_DIR}/../.resol)

becone

[ -f ${SUBMT_DIR}/../.resol _nyresolution ] & & RESOL=$(head -1 ${SUBM T_DI R}/../.resol _nyresol ution)

* modify the modipsl/config/LMDZOR/GENERAL/DRIVER/Imdz.driver by replacing

[ -f ${SUBMT_DIR}/../.resol ] & eval $(grep RESOL_ATM 3D ${SUBM T _DIR}/../.resol) || RESOL_ATM 3D=96x95x19
by

[ -f ${SUBMT_DIR}/../.resol _nyresolution ] &% eval $(grep RESOL_ATM 3D ${SUBM T_DIR}/../.resol _nyresol ution) || RESOL_ATN

Now you can create as many experiment as you have compiled your model.

cd nodi psl/confi g/ LMDZOR/
cp EXPERI MENT/ LMDZOR/ cl i mf config.card .
etc...
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Warning: you'll need to get parameter files and maybe some forcing ones corresponding to the resolution.
3. FAQ : Special configurations

3.1. How do | create the initial conditions for LMDZOR?

For a few configurations such as LMDZOR and LMDZREPR, you must create initial and boundary conditions in advance. This is not necessary for
coupled configurations such as IPSLCM6.

For more information, see this chapter.
3.2. How do | deactivate STOMATE in IPSLCM5 or in LMDZOR?

Here is how to do it.
3.3. How do | perform a nudged run?

Atmospherical nudging
This paragraph describes how to perform a nudged run for configurations that include LMDZ. To do so, you have to:

+ activate option ok_gui de in the | ndz. car d file (this option enables you to activate the corresponding flag_ in PARAM gui de. def)
» check that the wind fields specified are contained in Boundar yFi | es. (Several forcing are available on Irene)

For example:

[ Boundar yFi | es]

List=....
(/ ccc/ wor k/ cont 003/ subi psl / subi psl / ECMAF96x95/ AN${ year }/ u_ecmwf _${year } ${ nont h}. nc, u.nc)
(/ ccc/ wor k/ cont 003/ subi psl / subi psl / ECMAFO6x95/ AN${ year }/ v_ecmnf _${year } ${ nont h}. nc, v.nc)

» choose the proper dates in conf i g. car d (pay attention to leap years)

Oceanic nudging
To force the oceanic model in salinity or SST you could find the procedure in m NEMO official documentation (section 7.12.3: Surface restoring to
observed SST and/or SSS)

Notice that NEMO uses the salinity nudging, by default, when it's used in oceanic forced configurations.
3.4. How do | run simulations with specific versions of compiler and/or libraries on Irene at the TGCC ? (modules)

For various reasons you may want to run simulations with different versions of compiler or libraries (mainly netCDF).

The first thing is to keep a dedicated installation of modipsl for this specific setup since you will have to modify the libIGCM associated with the
simulations.

Keep in mind that you need the modules of the libraries you want to use to be properly loaded at both:

« compile time

e runtime
Compile time

You can create a script shell that unloads the modules of the default configuration and loads the modules you want to use. Here is an example of the file
nodul es. sh to use intel/12 and netCDF3.6.3: (the order in which you unload and load the modules is important)

#!/ bi n/ bash

#set -vx



https://forge.ipsl.fr/igcmg_doc/wiki/Doc/Models/LMDZ#Creatinginitialstatesandinterpolatingboundaryconditions
https://forge.ipsl.fr/igcmg_doc/wiki/Doc/Models/ORCHIDEE#DeactivatestomateinORCHIDEE
https://forge.ipsl.fr/igcmg_doc/wiki/Doc/Config/Lmdzorinca#Thenudgedmode
https://zenodo.org/record/3248739#.XZ8HapMza1s
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# unl oad nodul es

nmodul e unl oad nco #/4.1.0

nodul e unl oad netcdf #/4.2_hdf5_parallel
nodul e unl oad hdf5  #/1.8.9_parallel
nodul e unl oad intel

# | oad nodul es

nodul e load intel/12.1.9.293
nodul e | oad netcdf/3.6.3
nmodul e | oad hdf5/1.8.8

nmodul e | oad nco/4.1.0

You have to make sure the modules you want to be used by your code are loaded before each compilation of your configuration. Use module list to view
the currently loaded modules. If necessary source nodul e. sh before compiling.

Runtime

The proper modules have to be loaded for the dynamic linking to your libraries to succeed.

You can source nodul es. sh before submitting (ccc_msub), however this is not very convenient.

A better way is to modify | i bl GCM sys_i r ene. ksh in your liblGCM installation ((. . . )/ nodi psl /1i bl GCM | i bl GCM_sys/ directory).

Locate the part where the environment tools are set in this file and add module unload and load commands:

#

# Set environnent tools (ferret, nco, cdo)

if [ X${TaskType} = Xconputing ] ; then
/ ccc/ cont 003/ hore/ dsmi p86i psl /. atl as_env_netcdf4_irene_ksh > /dev/null 2>&1
# to run with netcdf 3.6.3 ie conpilation done before 17/2/2014
# uncomment 2 lines :
# nodul e unl oad net cdf
# nodule |oad netcdf/3.6.3
# set the proper nodul es
nodul e unl oad nco
nodul e unl oad net cdf
nodul e unl oad hdf5
nodul e unl oad intel
nodul e load intel/12.1.9.293
nodul e | oad netcdf/3.6.3_pl
nodul e | oad hdf5/1.8.8
nmodul e | oad nco/4.1.0
#set the proper nodul es end
export PATH=${ PATH}:/ccc/ cont 003/ horme/ dsm p86i psl / AddNoi se/ src_X64_| RENE/ bi n
export PATH=${ PATH}:/ccc/ cont 003/ hone/ dsm p86i psl / AddPert ur bati on/ src_X64_| RENE/ bi n
el se
/ ccc/ cont 003/ home/ dsni p86i psl /. atl as_env_netcdf4_i rene_ksh > /dev/null 2>&1
PCVDI _MP=/ ccc/ wor k/ cont 003/ dsni p86i psl / PCVDI - MP
fi

This way you can launch experiments on IRENE without having to source your nodul e. sh file.
Keep in mind that the code has to be compiled with the same modules that the ones that are loaded by libIGCM at runtime.
In case of module mismatch you will have a runtime error stating a library was not found.

3.5. How to have min and max value exchanged through OASIS?

To add min max sum values of one field exchanged through OASIS, one has to add verbose mode (LOGPRT 1) , to add 2 operations (4 instead of 2
operations, CHECKIN CHECKOUT) and to describe them (INT=1 added for CHECKIN and for CHECKOUT). Then you will find information in output text
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file.
Example :

* Modification in namcouple :

* Before:

$NLOGPRT
0

O SSTSST SISUTESW 1 5400 2 sstoc.nc EXPORTED

362 332 144 143 torc tlnmd LAG=2700

P 2P O

LOCTRANS MAPPI NG

# LOCTRANS CHECKI N MAPPI NG CHECKOUT

# LOCTRANS: AVERAGE to average val ue over coupling period

AVERAGE

# CHECKIN: cal cul ates the gl obal mninum the nmaxi num and the sumof the field
# | NT=1

# Mbzaic: 1) mapping filenane 2) connected unit 3) dataset rank 4) Maxi mum

# nunber of overl apped nei ghbors

rmp_torc_to_tlmdl_MOSAIC. nc src

# CHECKOUT: cal cul ates the global mininum the maxi num and the sumof the field
# | NT=1

#

*  After:

$NLOGPRT
1

O SSTSST SISUTESW 1 5400 4 sstoc.nc EXPORTED

362 332 144 143 torc tlnmd LAG=2700

P 2P O

# LOCTRANS NMAPPI NG

LOCTRANS CHECKI N MAPPI NG CHECKOUT

# LOCTRANS: AVERAGE to average val ue over coupling period

AVERAGE

# CHECKIN: cal cul ates the gl obal mninum the nmaxi num and the sumof the field
I NT=1

# Mbzaic: 1) mapping filenane 2) connected unit 3) dataset rank 4) Maxi mum

# nunber of overl apped nei ghbors

rmp_torc_to_tlmd_MOSAIC. nc src

# CHECKOUT: cal cul ates the global mninum the maxi num and the sumof the field
I NT=1

#

* Informations :

« min, max and sum for received field in component 1 : atmosphere in debug.root.01 file.

> egrep 'oasis_advance_run at .*RECV|diags:' debug.root.O0l| nore
oasi s_advance_run at 0 0 RECV: Sl SUTESW
di ags: S| SUTESW 0. 00000000000 304. 540452041 3548934. 08936
oasi s_advance_run at 0 0 RECV: Sl CECOV
oasi s_advance_run at 0 0 RECV: Sl CEALW
oasi s_advance_run at 0 0 RECV: SIICTEMV
oasi s_advance_run at 0 0 RECV: CURRENTX
oasi s_advance_run at 0 0 RECV: CURRENTY
oasi s_advance_run at 0 0 RECV: CURRENTZ
oasi s_advance_run at 5400 5400 RECV: S| SUTESW
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di ags: S| SUTESW 0. 00000000000 304. 569482446 3549053. 65992

« min, max and sum for sent field from component 2 : ocean in debug.root.02

> egrep 'oasis_advance_run at.*SEND| di ags:' debug.root. 02| nore

oasi s_advance_run at -2700 0 SEND: O SSTSST
di ags: O SSTSST  0.271306415433 304. 835436600 31678793. 3366
oasi s_advance_run at -2700 0 SEND: O ceFrc
oasi s_advance_run at -2700 0 SEND: O Teplce
oasi s_advance_run at -2700 0 SEND: O Alblce
oasi s_advance_run at - 2700 0 SEND: O OCurx1
oasi s_advance_run at - 2700 0 SEND: O OCuryl
oasi s_advance_run at -2700 0 SEND: O OcCurzil
oasi s_advance_run at 2700 5400 SEND: O SSTSST
di ags: O SSTSST  0.271306391122 304. 852847163 31680753. 5627

3.6. How to output exchanged fields by OASIS?

To have output of exchanged fields by OASIS, one have to set 3 parameters :

e CQut put Mbde=y in COMP/oasis.card
e WiteFrequency="1M 1D"' : Add 1D write frequency in config.card for CPL section

* Rebui | dFrequency=1D: Add a post rebuild step ie frequency for rebuild in config.card for Post section
Then you will obtain 2 types of files :

e DA/... _1IM_cpl_oce.nc and ... _1M_cpl_atm.nc variables in ocean (resp. atmosphere) received or sent to the other component, for each exchange.
(17, 16, 3 or 2 values per day., 0, 1, 14 or 15 extra values forced to 0)

e MO/..._1M_cpl_oce.nc and ... _1M_cpl_atm.nc variables in ocean (resp. atmosphere) received or sent to the other component, averaged per month.
result of cdo monavg and ncatted -a axis,time,c,c, T -a long_name,time,c,c, Time axis -a title,time,c,c,Time -a calendar,time,c,c,noleap -a
units,time,c,c,seconds since ... -a time_origin,time,c,c,...

On last improvment still to be done to have the calendar of the simulation and the right number of values.
4. FAQ : Post processing

4.1. Where are post processing jobs run?

liblIGCM allows you to perform post processing jobs on the same machine as the main job. You can also start post processing jobs on other machines
dedicated particularly to post processing. It is not done anymore.

Currently used machines:

Center Computing machine Post processing
TGCC Irene xlarge node, -q standard
IDRIS JeanZay? (ongoing)

4.2. How do | check that the post processing jobs were successful?
See here.
4.3. How do | read/retrieve/use files on esgf/thredds?

* AtIDRIS, visit the following website (will change soon):

10



https://forge.ipsl.fr/igcmg_doc/wiki/Doc/Running#Howtocheckthatthepostprocessingwassuccessful
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« mhttp://prodn.idris.fr/thredds and select ipsl_public, your login, your configuration, your simulation and the ATM component (then the Anal yse
subdirectory) as well as ATLAS or MONI TORI NG.

* At TGCC, visit the following website:

m https://vesg.ipsl.upmc.fr/thredds/catalog/catalog.html and select:

« work, your login, your configuration, your simulation, etc. for ATLAS and MONITORING

* project (such as CORDEX), your login, your configuration, your simulation, etc. and ATM or other component to access Analyse files (TS or
SE)

Once you found a netcdf file (suffix . nc), you can download it by clicking on it or you can analyze it with openDAP functions. To do so add
t hr edds/ dodsCto the address right after the server address. For example:

ciclad : ferret
> use "https://esgf.extra.cea.fr/thredds/dodsC/ store/yourlogin/.../file.nc"
> use "https://prodn.idris.fr/thredds/dodsC i psl_public/yourlogin/.../file.nc"

More information on Monitoring can be found here: Doc/Running

4.4. How do | add a variable to the Time Series?

See this section.

4.5. How do | superimpose monitoring plots (intermonitoring)?

The general tool to check simulations and monitor them is Hermes (only accessible from IPSL network).

You could use it to monitor a simulation by clicking on the Mbutton on the right and select several simulations using checkboxes and selectionning the
intermonitoring tool to see all of them into the same graphs.

Another way to do it, is to use directly the intermonitoring webservice:

1 Audio

Short link :

» foresgftype: http://webservices2017.ipsl.fr/interMnitoring/

To select simulations from two centers or for two different logins, you must go back to step 1 and click on append directories to add new simulations.
4.6. What is the Monitoring?

See chapter Simulation and post-processing, section Postprocessing with liblGCM here

4.7. How do | add a plot to the monitoring?

The answer to this question is here.

4.8. How do | calculate seasonal means over 100 years?

In order to compute a seasonal mean over 100 years, check that all decades are on the file server (SE_checker). Then run the job create_nul ti _se
on the post processing machine.

Note that an atlas for these 100 years will also be created. See the example for the 10-year ATM atlas for CM61-LR-pi-03 here : m SE ATM 2000-2009

1. If not done yet, create a specific post processing directory. See the chapter on how to run or restart post processing jobs for details.

2. Copycreate_se.job, SE checker.jobandcreate_nulti_se.job

Check/change the following variables in cr eat e_se. j ob:

I'i bl GOVES{ | i bl GOM =. ../ POST_CM P5/ | i bl GOM v1_10/ modi ps! /1 i bl GOM

4. Check that all decades exist.

5. Check/change the variables in SE_checker.job:

11
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I'i bl GCME${|i bl GCM =.../POST_CM P5/1i bl GCM v1_10/ nodi psl /| i bl GCM
SpaceNanme=${ SpaceNane: =PROD}

Exper i ment Nane=${ Exper i ment Nane: =pi Control }

JobNane=${ JobNane: =pi Cont r ol MR1}

CARD_DI R=${ CARD DI R =${ CURRENT_DI R} }

Start the . / SE_checker . j ob in interactive mode. All needed jobs cr eat e_se. j ob will be started. For example:

.| SE_Checker. j ob

Wiere do we run ? cesiunRl
Li nux cesiunRl 2.6.18-194.11.4.¢el5

sys cesiumlintel X-64 lib.

- - Debugl--> DefineVariabl eFronOption : config_UserChoi ces
-------------- Debug3--> confi g_User Choi ces_JobNane=pi Cont r ol MR1
-------------- Debug3--> confi g_User Choi ces_Cal endar Type=nol eap
-------------- Debug3--> confi g_User Choi ces_Dat eBegi n=1800- 01- 01
-------------- Debug3--> confi g_User Choi ces_Dat eEnd=2099- 12- 31

- - Debugl-- > DateBegin/End for SE : 1800_1809
- - Debugl--> ATM
- - Debugl--> SRF
- - Debugl--> SBG
- - Debugl--> OCE
- - Debugl--> I CE
- - Debugl--> MBG
- - Debugl--> CPL

- - Debugl--> DateBegin/End for SE : 2030_2039

- - Debugl--> ATM

--Debugl--> 2 file(s) missing for ATM:

- - Debugl--> pi Control MR1_SE 2030_2039_1M hi st nt h. nc

- - Debugl--> pi Control MR1_SE 2030_2039_1M hi st nt hNMC. nc

- - Debugl--> SRF

--Debugl--> 1 file(s) missing for SRF :

- - Debugl--> pi Control MR1_SE_2030_2039_1M sechi ba_hi story. nc
- - Debugl--> SBG

--Debugl--> 2 file(s) missing for SBG:

- - Debugl--> pi Control MR1_SE 2030_2039_1M st onat e_hi story. nc
- - Debugl--> pi Control MR1_SE 2030_2039 1M stomate_i pcc_hi story. nc
- - Debugl--> OCE

--Debugl--> 4 file(s) missing for OCE :

- - Debugl--> pi Control MR1_SE_2030_2039_1M grid_T. nc

- - Debugl- - > pi Control MR1_SE 2030_2039_1M grid_U. nc

- - Debugl--> pi Control MRL_SE_2030_2039_1M gri d_V. nc

- - Debugl--> pi Control MR1_SE 2030_2039_1M gri d_W nc

- - Debugl--> I CE

--Debugl--> 1 file(s) missing for ICE :

- - Debugl--> pi Control MR1_SE 2030_2039_1M i cenpd. nc

- - Debugl--> MBG

--Debugl--> 3 file(s) missing for MBG :

- - Debugl--> pi Control MR1_SE_2030_2039_1M ptrc_T. nc

- - Debugl--> pi Control MR1_SE_2030_2039_1M di ad_T. nc

- - Debugl--> pi Control MR1_SE 2030_2039_1M dbi o_T. nc

- - Debugl--> CPL

--Debugl--> 2 file(s) missing for CPL :

- - Debugl--> pi Control MR1_SE 2030_2039_1M cpl _at m nc
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- - Debugl--> pi Control MR1_SE_2030_2039_1M cpl _oce. nc

-------- Debug2--> Submit create_se for period 2030-2039

| GCM_sys_Mkdi rWork : .../ POST_CM P5/ pi Cont rol / pi Cont rol MR1/ Qut Scri pt
| GCM_sys_QsubPost : create_se

Subnitted Batch Session 179472

7. Wait for the cr eat e_se jobs to be completed
8. Copycreate_nulti_se.job

9. Check/change the variables :

I'i bl GCVE${|i bl GCM =.../POST_CM P5/1i bl GCM v1_10/ nodi psl /|i bl GCM

If needed, adjust the number of decades in conf i g. car d: default=50Y (i.e. 50 years). Add the following line to the POST section, i.e. at the end
after the keyword [ POST]

Mul ti Seasonal Frequency=100Y

11. Runthecreate_nulti_se.job job:ccc_nmsub create_nulti_se.job

12. The years used for the calculations are those between Dat eEnd (set in confi g. car d in the local directory) and Dat eEnd -
Mul ti Seasonal Frequency.

The mean values are stored in the "Analyse" directories of each model component in the subdirectory SE_100Y (e.g. ATM Anal yse/ SE_100Y).

5. FAQ : Unix tricks

5.1. How to delete a group of files using the find command?

We recommend to also read the find manual.
Examples :

» command recursively deleting all files in a directory containing DEMO in their name:

find . -name '*DEMO>*' -exec rm-f {} \;

» command recursively deleting all files in a directory containing DEMO, TEST or ENCORE in their name:

find . \( -nane "*DEMO*" -0 -nanme "*TEST*" -0 -nane "*ENCORE*" \) -print -exec rm-f {} \;

* command recursively computing the number of files in the current directory:

find . -type f | we -1l

5.2. Allowing read-access to everybody

The chnod - R ugo+r X * command gives access to everybody to all files and subdirectories in the current directory.

6. FAQ : Miscellaneous

6.1. How do | copy a model installation directory instead of downloading from the forge (or move a directory)?

Copy or move the target installation:

cp -r Adlinstall New nstall
or
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mv O dlinstall New nstall

Regenerate the makefiles to account for the new path:

cd Newl nstall/nodipsl/util
.1ins_nake

Recompile if you've done modifications in the source code:

cd Newl nstal |/ nodi psl/config/[ YourConfig]
gmeke cl ean
gmeke [target]

Update your libIGCM installation:

* install the latest version of liblGCM by following these explanations

» orremove and regenerate the .job files in your liblGCM directory as follows:

rm Newl nstal |/ nmodi psl/1iblGCM *.job

Prepare a new experiment as usual and launch i ns_j ob to generate the . j ob files in your | i bl GCMdirectory and your experiment directory.
Depending on your | i bl GCMversion you will have to launch Newl nst al | / modi psl /1i bl GCM i ns_j ob or
Newl nst al | / nodi psl /util/ins_job for older versions.

Check that the . j ob files are properly generated in Newi nst al | / modi psl /1i bl GCM and you are set.
6.2. 1 need to compile IPSL model in debug mode. How to do that?

You have to modify Makef i | e to add debug option for each component :

(cd ../../modeles/ORCHIDEE/ ; ./makeorchidee_fcm -debug -parallel mpi_omp -arch $(FCM_ARCH) -j 8 -xi0s2)
(cd ../../modeles/LMDZ ; ./makelmdz_fcm -d $(RESOL_LMDZ) -mem -debug ...

cd ../../modeles/XIOS; ./make_xios --arch $(FCM_ARCH) --debug

and in SOURCES/NEMO/arch-X64_IRENE.fcm add traceback :

%FCFLAGS -i4 -8 -03 -traceback -fp-model precise

gmeke cl ean
gmake
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